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Introduction

In recent years, the literature related to competency based assessment has flourished as experts and practitioners alike address the complexities of implementing and improving assessment systems. Today, an extensive body of information is available. Competency standards for assessors have been written and a multitude of resources exist to train, assist and guide assessors when planning, conducting and reviewing assessment. However, within this plethora of literature on competency based assessment, there is little practical information to assist assessors in the task of improving the quality of objectively scored written tests. Given the lack of information in this area, the primary purpose of this paper is to examine non-statistical and statistical procedures to analyse objectively scored test items. In addition, the paper aims to highlight the practical value of item analysis as a quality assurance process for those developing tests. With respect to the rhetorical title of this paper, it is hoped the reader will be able to frame the question after reading the information provided.

This paper is presented in four parts. The first part defines objective test items within the context of competency based assessment. The second part provides a rationale for item analysis. The third part presents both non-statistical and statistical procedures to analyse tests. The fourth part provides a number of suggestions for improving the overall quality of written tests.

Objective tests and competency based assessment

Tests that determine a candidate’s level of underpinning knowledge are an important form of evidence most assessors consider when judging a candidate’s competence. In the context of this paper, underpinning knowledge is the information necessary to perform work to the required standard and it can take the form of knowledge of specific principles, processes and procedures, or specific laws, regulations, or codes of practice. Whilst underpinning knowledge can be assessed orally or in writing (using objective or essay type test items), this paper will focus solely on written tests that are objective. Objective test items are structured and require the candidate to supply a word or short sentence, or to select the correct answer from a number of alternatives. Such items are referred to as objective as they have just one correct or best answer. Consequently, there is objectivity in scoring. The table below identifies the different types of objective items.

Table 1

Objective test items

	Objective Items

	Supply Response
	Selected Response

	Short answer
	True-false

	Completion
	Multiple choice

	Identification
	Matching

	Numerical problems
	


Rationale

In a competency based test designed to determine a candidate’s level of underpinning knowledge, the interpretation of the score attained indicates a level of performance against a clearly defined domain of content contained within the unit(s) of competency. This form of interpretation is generally referred to as criterion-referenced as the candidate’s test score represents a level of performance with respect to a clearly defined domain of content.

In a criterion-referenced test, each item must contribute to the total score as well as the meaning derived from the score. Items on a test therefore function in a similar way to the bricks in a house. If poor quality bricks are used in the construction of a house, then the structural integrity of the entire house will be compromised. However, if good quality bricks are used, the strength of the house will exceed the strength of an individual brick. Similarly, if quality test items are produced for a test, the quality of the test will be greater than the quality of an individual item. Item analysis (the process of determining the quality of test questions) enables the assessor to understand how each item contributes to the total test score.

Item analysis can also provide specific information in relation to:

· the responses of successful candidates (usually called masters) to items;

· the responses of unsuccessful candidates (usually called non-masters) to items;

· specific feedback about individual performance;

· the pace of instruction;

· areas for remedial instruction; and

· the adequacy of each test item.

In summary, item analysis helps assessors make better decisions about the quality of tests. This form of analysis can also help trainers to make better decisions about individuals and groups as well as their ability to facilitate learning. 

Item analysis

There are two phases for conducting an item analysis on an objectively scored test:

Phase 1:  Non-statistical analysis

· Based on the analysis of items that appear on the test and candidate feedback.

Phase 2:  Statistical analysis

· Based on the analysis of candidates' responses to items on the test.

Whilst the two methods examine different aspect of the test, the information gained is complementary to determining the quality of items.

Phase 1:  Non-statistical analysis

Three non-statistical procedures are presented in this paper, namely, content relevance, item inspection and candidate feedback.

Content relevance

As the test score on a criterion-referenced test indicates a candidate’s level of performance on a clearly defined domain of content, it is essential that each test item is related to the domain (unit and elements of competence) being assessed. Therefore, the starting point for analysing the quality of test items is to examine the table of specification or test blueprint upon which the test was developed. A table of specification is a two-way grid that enables the assessor to identify the content to be tested and determine the cognitive level of the test items. Nominal delivery hours and relative weighting for each group of elements can also be included. A sample table of specification is shown in Table 2 below. (Note: Higher cognitive levels (analysis, synthesis and evaluation) can be included on the table if required.)

At the test planning stage, it is usual to use the table of specification to identify the number of items for each area of content. However when analysing items, the table of specification is used to match actual items (and cognitive level) with content areas to be assessed.

Table 2

Table of specifications

	Unit: 

Element
	Delivery

hours
	Weight
	Items & Cognitive Level

	
	
	
	Knowledge
	Comprehension
	Application
	Total

	1
	12
	20%


	#1, #5, #6
	
	
	3

	4
	
	
	
	
	#7, #9
	2

	7
	
	
	
	#3, #4
	
	2

	9
	
	
	
	
	#10
	1

	10
	12
	20%
	No items
	No items
	No items
	

	12
	
	
	No items
	No items
	No items
	

	Items not related to elements
	#2, #8
	


Once all the items have been matched to the specific elements or performance criteria to be assessed, gaps in the test specification will be obvious. In the table above, it appears no items have been included for Element 10 and 12. As these elements represents a significant number of delivery hours, the omission of items will lower the content validity of the test, that is, the degree to which the test content (items) matches the relevant elements within the unit of competence. The inclusion of items 2 and 8 also needs to be questioned, as these items are not related to the elements being assessed. Expert judgement is required to determine if the items are written at the appropriate cognitive level.

Item inspection

Each item should be examined for obvious clues, grammatical errors and inconsistencies. This process can be made highly effective if specific checklists for writing items are used. A sample checklist for multiple choice items is shown in 

Table 3. Checklists for other types of items are available in most scholarly texts on measurement and testing. Throndike, et al., (1991) for example provide a comprehensive list of suggestions for writing items together with examples of effective and poorly written items.

Table 3

Multiple Choice Checklist

Directions: Place an X in the YES or NO box to indicate whether all test items met or did not meet each criterion. For any test item(s) which did not meet a criterion, specify the number(s) of the item(s) in the space provided for faulty items. 

	The multiple choice items meet the following criteria:
	Yes
	No
	Faulty Item 

	1. The central question or problem is stated in the stem of each item.
	(
	(
	

	2. The response choices for each item are grammatically correct.
	(
	(
	

	3. All the response choices within each item are approximately the same length.
	(
	(
	

	4. There are no ambiguous statements in the stems or the choices.
	(
	(
	

	5. All the distracters for each item are feasible.
	(
	(
	

	6. The items are written at the language level of the candidates.
	(
	(
	

	7. The items are constructed so that clues cannot be obtained from other items.
	(
	(
	

	8. The items are free of cultural and gender bias.
	(
	(
	


Candidate feedback

Another strategy to analyse objective items is to conduct a post assessment discussion with candidates. In addition to providing valuable information on misinterpretations and ambiguities that may have occurred in the test, these sessions can help candidates to develop new insights into the content and assist them to learn. As with any discussion, the post assessment session should be planned, and key feedback questions identified. Feedback questions could include:

· Which item was the most difficult for candidates?

· Which items were confusing or ambiguous and why?

· Which items were easy and why?

· Were there any obvious clues in the items?

Phase 2:  Statistical item analysis

There are two statistical procedures that can establish how each item contributes to the total score. The first of these is Item Difficulty Index. This Index indicates the percentage of candidates who answered the item correctly. The second statistic is Item Discrimination Index which shows the degree to which each item discriminates between masters (those candidates who pass the test) and non-masters (those candidates who fail). Multiple choice items can also be subjected to another statistical procedure called Distracter Efficiency. This procedure examines the operation and function of distracters.

The first step in calculating Difficulty and Discrimination statistics is to develop an item response grid. A four item (question) grid is shown in Table 4. It is usual to indicate a correct response with the score for the item (in this case 1) and to use 0 to indicate an incorrect response. For this test it has been determined that a score of 75% (or three correct responses out of the four) is required to provide evidence of underpinning knowledge. In this test there were six masters and four non-masters. (Note: The decision to set a minimum or cut-off score has to be made in consultation with other assessors; with respect to significance of the underpinning knowledge; and in relation to other forms of evidence to be collected.)

Table 4

Item response grid

	Candidate
	Item 1
	Item 2
	Item 3
	Item 4
	Total
	Master
	Non

Master

	Rob
	1
	0
	1
	1
	3
	(
	

	Michelle
	0
	1
	0
	0
	1
	
	(

	Zac
	1
	0
	1
	1
	3
	(
	

	Rose
	1
	1
	0
	0
	2
	
	(

	Frank
	1
	0
	1
	1
	3
	(
	

	Tony
	0
	1
	0
	0
	1
	
	(

	Sue
	1
	0
	1
	1
	3
	(
	

	Yan
	1
	0
	1
	1
	3
	(
	

	Abdulla
	1
	0
	1
	1
	3
	(
	

	Ulu
	0
	1
	0
	0
	1
	
	(


Once the grid for all candidates has been developed, the two statistical procedures can be applied to all items. The first of these is Item Difficulty Index (p) and the second is Item Discrimination Index (B). For multiple choice items, Distracter Efficiency can also be determined.

Item Difficulty Index (p)

Item difficulty provides an index of correct responses. For example if 16 out of 20 candidates answered an item correctly, then p = 16/20 or 0.8.

· Easy items have a high p

· Difficult items have a low p.

The difficulty index for a test item can range from 0 to +1.

In a criterion-referenced test, the p values for a set of items related to a particular element should be similar. For example, if three items are included in a test to assess candidates' knowledge of a concept or principle, then the difficulty of each item should be similar. The difficulty index also provides an effective means of determining if an item is too difficult, perhaps due to some flaw or use of inappropriate/complex language. Further, the index can establish whether learning has or has not taken place. Item difficulty (p) for the four-item test has been calculated and is shown in Table 5.

Item Discrimination Index (B)

In a criterion-referenced test, discrimination can be made on the basis of mastery and non-mastery. If a test has a mastery cut off score at 70% it is necessary to determine if the items discriminate at that cut off score. Brennan (cited in Wiersma & Jurs, 1990), has developed a mastery/non-mastery discrimination index that is suitable for this purpose. A two by two table is created by the four combinations of total test performance (mastery or non-mastery), and item performance (correct or incorrect). This layout is shown below in Figure 1. In this figure:

a
represents the number of candidates who answered the item correctly and were below the mastery cut off;

b
are the candidates who answered the item correctly and achieved mastery on the test;

c
represents the candidates who answered the item incorrectly and were below mastery cut off; and

d
are the candidates who answered the item incorrectly but achieved mastery.

	
	Correct
	a
	b

	Item
	Incorrect
	c
	d

	
	
	a + c

Non-mastery
	b + d

Mastery


Test

Figure 1:  Data Layout for the Brennan Discrimination Index.

In Figure 1, the candidates who achieved mastery are b + d, and the candidates who did not achieve mastery are indicated by a + c. The Discrimination Index (B) is the difference between the difficulty levels of the items for those who achieved mastery and those who did not: 

	
	b
	
	
	
	a

	B =
	
	
	
	
	

	
	
	
	
	
	

	
	b + d
	
	
	
	a + c


Items with a positive value of discrimination are desirable, as only non-masters have not scored on a particular item. However, if the Discrimination Index is negative some of the masters have incorrect responses to the item while some (or all) of the non-masters have correct responses to that item.  For example, if the Discrimination Index (B) is:

· 1.0   All masters have the item correct and all non-masters are incorrect.

· 0.0   All masters and non-masters have the item correct.

· -1.0  All masters have the item incorrect and all non-masters have the item correct.  

The Discrimination Index (B) for the four item test is shown in Table 5.

Table 5

Item Difficulty (p) and Discrimination (B) 

	Candidate
	Item 1
	Item 2
	Item 3
	Item 4
	Total
	Master
	Non

Master

	Rob
	1
	0
	1
	1
	3
	(
	

	Michelle
	0
	1
	0
	1
	2
	
	(

	Zac
	1
	0
	1
	1
	3
	(
	

	Rose
	0
	1
	0
	1
	2
	
	(

	Frank
	1
	0
	1
	1
	3
	(
	

	Tony
	0
	1
	0
	1
	2
	
	(

	Sue
	1
	0
	1
	1
	3
	(
	

	Yan
	1
	0
	1
	1
	3
	(
	

	Abdulla
	1
	0
	1
	1
	3
	(
	

	Ulu
	0
	1
	0
	1
	2
	
	(

	Difficulty (p)
	0.6
	0.4
	0.6
	1.0
	
	
	

	Discrimination (B)
	1.0
	-1.0
	1.0
	0.0
	
	
	


Analysing the Difficulty (p) and Discrimination (B) in the four-item test reveals:

· Item 1 has moderate difficulty and has discriminated positively as all non-masters have the items incorrect;

· Item 2 is a difficult item however the discrimination is negative as all masters have the item incorrect and all non-masters have the item correct;

· Item 3 has moderate difficulty and has discriminated positively as all non-masters have the items incorrect; and

· Item 4 is an easy item as all masters and non-masters have the correct response and there is no discrimination.

A number of tentative conclusions can be reached. Items 1 and 3 have positively discriminated against the non-masters and are considered to be effective. Item 2, however, has a negative discrimination and is discriminating in the opposite direction to the other items on the test. Obviously there is a problem with this item that requires further examination. Perhaps the scoring key is incorrect or some discussion needs to take place with the candidates to locate the flaw. Item 4 is an easy item. This item may test a simple concept, term or principle and may be worth keeping. Alternatively, the item could also contain a clue that is obvious to all candidates.

Distracter Efficiency 

In multiple choice items, all distracters should be plausible and distract the uninformed from the correct answer (Key). In addition, good distracters should attract more non-masters than masters. Table 6 provides a useful grid to analyse the responses from masters and non-masters on multiple choice items.

Table 6

Distracter efficiency

	Item
	Achievement

Masters  n=5

Non-masters  n=5
	Distracters & Answer

(Answer is denoted with *)

	
	
	A
	B
	C
	D
	Omits

	1
	Masters

Non-Masters

p= 1.0; B= 0.0
	0

0
	0

0
	0

0
	5*

5*
	

	7
	Masters

Non-Masters

p= 0.5; B= 1.0
	0

2
	5*

0*
	0

1
	0

1
	1

	8
	Masters

Non-Masters

p=0.5; B= 0.6
	1

2
	0

1
	4*

1*
	0

1
	0

	9
	Masters

Non-Masters

p=0.8; B= -0.4
	1

0
	1

0
	0

0
	3*

5*
	0

	12
	Masters

Non-Masters

p=0.9; B= 0.2
	0

0
	0

0
	5*

4*
	0

1
	0

	14
	Masters

Non-Masters

p= 1.0; B= 0.0
	0

0
	0

0
	0

0
	5*

5*
	0


Analysis of the distracters shown in Table 6 reveals:

· Items 1 and 14 are easy items as both groups have selected the correct answer. Some further examination is needed to determine if this is really an easy item or if there is a clue or fault that is obvious to all candidates. Perhaps the distracters need to be revised to attract non-masters.

· Item 7 has discriminated against the non-masters and all the distracters have worked to attract this group. This item is effective.

· Item 8 is acceptable although the incorrect response by one of the candidates in the masters group should be examined.

· Item 9 is not functioning correctly as it has discriminated against the masters. Some further examination is required to determine the reason(s) two of the masters were attracted to distracters A and B.

· Item 12 is an easy item. Perhaps distracters A and B could be modified or            re written to attract more non-masters.

Distracter efficiency provides a useful means of examining the responses of masters and non-masters. From this analysis, error patterns can be identified and the actual basis of the discrimination can be determined. In addition, the analysis can help locate faulty items or clues as well as identify distracters that are not working. Distracter analysis can also be used to compare the response patterns of candidates from different ethnic groups or gender. This form of analysis can locate items that are biased against these groups which, in turn, can create artificial differences in test results.

Improving the overall quality of written tests

A test is said to be reliable if it provides consistent information about the candidates. In a criterion-referenced test we require the test to consistently provide estimates of the performance of candidates as either masters or non-masters with reference to the domain of content being assessed. Whilst establishing the ability of each item to positively discriminate between masters and non-masters will increase the reliability, there are a number of other factors that should also be considered. These factors include:

· Ensuring the test contains enough items. Short tests are less reliable than longer tests;

· Group similar types of items together with clear directions on how to respond to the different items;

· Provide clear written directions to candidates on 

- duration of the test;

- resources permitted to be used during the test;

- pass mark or grade;

- mark allocation per item;

- how and where to respond to items;

· Ensure each item has just one correct/best answer; and

· Word process the test ensuring an appropriate font size is used and the items are not crowded on the page. Photocopies must be of high quality.

Conclusion

Within the context of competency based assessment, objective tests provide an effective means for making judgements about a candidate's level of underpinning knowledge. However, such tests are rarely perfect and it is common when reviewing tests to find poorly written items, items with clues, and technical flaws. It is also common to find items that are not related to the content being assessed. Similarly, there may be no items to assess some content areas. Implementation of the non-statistical analysis procedures in this paper would address these problems, and subsequently, improve the quality of the overall test before it is administered. 

Conducting a statistical analysis after the candidates have taken the test will complement the non-statistical analysis and provide further evidence of the contribution that each item makes to the total test score. Item Difficulty provides evidence about the difficulty of each item whereas Item Discrimination provides an index directly related to the purpose of the test, that is, the identification of masters and non-masters. Distracter efficiency can also provide valuable insights into the operation of multiple choice items.

Whilst the process of conducting an item analysis can be time consuming, this time is an investment in terms of improving the quality of our tests and the confidence we have in the decisions we make based on test scores. Through the implementation of a rigorous item analysis process, assessors can convince themselves (and others) that the test is serving the purpose it was intended to serve. As assessors, it is our responsibility to invest this time to ensure candidates are provided with quality tests. This level of quality assurance is also an expectation of the industries and enterprises we provide our services to. 

Question:__________________________________________________________________________________________________________________________________

Answer:  Item Analysis
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Note

A quality statistical package capable of calculating Item Difficulty, Item Discrimination and Distracter Efficiency is available (on a trial basis) from www.lertap.com. This package was developed locally by Dr Larry Nelson at Curtin University of Technology.
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